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ABSTRACT

The complexity of configurable systems has grown immensely, and it is only getting more complex. Such systems are a challenge for software testing and maintenance, because bugs and other defects can and do appear in any configuration. One common requirement for many development tasks is to identify the configurations that lead to a given defect or some other program behavior. We distill this requirement down to a challenge question: given a program location in a source file, what are valid configurations that include the location? The key obstacle is scalability. When there are thousands of configuration options, enumerating all combinations is exponential and infeasible. We provide a set of target programs of increasing difficulty and variations on the challenge question so that submitters of all experience levels can try out solutions. Our hope is to engage the community and stimulate new and interesting approaches to the problem of analyzing configurations.
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1 INTRODUCTION

The complexity of configurable systems has grown immensely, and it is only getting more complex. This complexity creates a great challenge for software testing and maintenance. Critical, widely-used software, such as Linux, BusyBox, Firefox, and Apache, have millions or billions of configurations. While bugs can and do appear in any configuration [1], there are simply too many configurations to test them all separately. With the proliferation of Internet-of-things devices, maintenance and testing highly-configurable systems are even more essential, given the variety of devices using different configurations of the same software.

Many aspects of software maintenance are impeded by configurability, including testing, localizing and repairing bugs, security auditing, and finding code smells and dead code. All must apply to every configuration of the system. One simple distillation of these tasks is to identify interesting configurations: Given some point of interest in a program, what are the configurations that reach that point of interest? A point of interest can be a particular line, file, program slice, bug, security violation, or some other subset of program behavior. Ideally, we would like to discover the complete space of configurations that reach the given point.

The ability to answer this question enables a developer to pinpoint relevant configurations when confronted with a defect or when undertaking a maintenance task. For example, bugs in the Linux kernel source code have been introduced inadvertently in one configuration when making repairs to another [1]. Identifying the configurations reaching a bug location will help localize the source of these variability bugs.

Localizing configurations remains an open problem for several reasons. The major challenge is scalability. For instance, the Linux kernel has over 14,000 configuration options. There are more combinations of these options than the estimated number of atoms in the universe\(^1\) by many orders of magnitude. Further complicating this issue is that not all combinations are valid configurations. For instance, x86 platform options should be restricted when compiling for an arm processor, and reasoning about these constraints is computationally expensive.

Another important difficulty is that many systems often rely on third-party software where the source code is unavailable. For Internet-of-things devices, it may not be possible to obtain source code or operating system details to analyze their configurations. Furthermore, in systems with multiple, heterogeneous devices, it is difficult to combine the configurations of each device into a cohesive model.

Even when source code is available, build systems tend to be ad-hoc. Each piece of software can implement its own build rules and configuration options may not be explicitly documented. Configurability can be implemented in many ways, sometimes using custom solutions. For C systems, Makefiles and the preprocessor are common options. These tools have difficult semantics, impeding analysis, making a general solution to localizing configurations difficult to realize. For our challenge case, we focus on this build-time configurability.

2 THE CHALLENGE

Given a specific program location in the source code, can you apply automatic analysis techniques to find concrete configurations that include the program location in question?

A program location is a source file name and a line number. A concrete configuration is a valid combination of configuration options

\(^1\)https://www.wolframalpha.com/input/?i=estimated+number+of+atoms+in+the+universe
that can be used to build the target system. Since many configurations may cover the intended program location, the ideal answer is a compact characterization that captures all configurations covering that location. This characterization may be expressed as a logical formula that we can query to produce valid, concrete configurations reaching the program location.

A naive solution to this challenge is to enumerate all possible combinations of configuration options. Configuring and building the system for each combination enables a search for those that contain the target program location. This approach is not practical, even for small configurable systems, because it is exponential in the number of configuration options. The axTLS web server, for example, contains only 94 configuration options, but the naive approach would require enumerating $2^{94}$ configurations, an unrealistic proposition.

There are two categories of realistic approaches to solving this challenge. Static analyses summarize configuration behavior by analyzing the program source code, including its build system, without executing the program. A purely static approach might not be feasible when the system contains third-party libraries or compiled code. Dynamic analyses run the program using a sample of configurations, obtain execution traces, and use the traces to build a model describing the configuration behavior. A purely dynamic approach might not provide a precise model describing the complete configuration space. A solution may need to combine both static and dynamic approaches, particularly for very large systems.

**Solution requirements.** A valid solution will, for any line number or file name, be able to produce at least one concrete configuration that, when used to configure and build the target system, includes the given program location. The quality of the solution will be rated based on how often it provides a correct answer for given program points as well as how thoroughly the answer covers the space of configurations for the given program point.

To enable a wide audience to tackle the challenge, we provide a range of difficulty levels with target systems of increasing complexity. Submissions may also choose to find configurations that reach a source file only instead of a program location, but are encouraged to work towards the latter. They may also focus on finding a single configuration or a partial space of configurations instead of the complete space of configurations. These are the options for target systems:

**Easy** We provide a benchmark consisting of C programs collected from the variability bug database [1] [2]. The database consists of programs derived from real-world bugs or other defects, but they are very small and depend on a small number of configuration options such that a naive exhaustive enumeration is possible. Our benchmark, given in the accompanying repository, is made more challenging, because correct solutions should use the full set of configuration options given in option_list.txt. Thus, submitted solutions should work with this set of options when identifying a configuration, as described in the accompanying repository. This dataset may also be useful as a proof-of-concept for solution approaches other than the naive one.

**Medium** The axTLS web server [3] is a relatively small configurable system. Even so it has enough configuration options, 94, to make exhaustive search infeasible.

**Hard** The BusyBox toolkit [4] provides a single executable containing common GNU utilities. It is frequently used in embedded systems such as routers to provide a rich operating system with a small footprint. It has over a thousand configuration options.

**Ultimate** The Linux kernel source code [5] is arguably the most complex, configurable open-source project; it contains over 14,000 configuration options, a nightmare for scalability.

Ground truth is not provided for the target systems, because finding the ground truth is essentially equivalent to this very challenge. In lieu of ground truth, submitters can validate the correctness of their solution against the provided set of program locations by configuring the target systems and checking for the existence of the given program location. Instructions for obtaining source code, lists of locations for each target system, and a description of the input format are available in the accompanying repository for this challenge:

https://github.com/paulgazz/splc18challengecase

Given the ad-hoc nature of real-world build system implementations, repurposing the solution program for new systems may be tedious. Therefore the solution only needs to work on at least one of the target systems of the submitter’s choice. For simplicity, solutions may focus on Boolean configuration options, making system-specific manual settings for non-Boolean options.

In your submission, please provide the following:

1. Which target system(s) the tool supports.
2. Whether your tool produces a single configuration per program location or a space of configurations.
3. Whether your tool can produce configurations for a source file and line number or just a source file.
4. The source code and easy-to-use instructions on building and running the tool. A virtual machine prepared to build and run the tool is a good option.
5. Running time measurements for the tool on the given program locations, including machine specifications.
6. A script that runs the solution program for the given list(s) of program locations from the repository.

**Solution evaluation.** We will evaluate solutions by measuring how well the given program finds correct configurations of the program locations for the supported target program(s) as well as running time and resource usage. For each program location, we will query the solution program for a configuration, build the configuration (if the solution program produced one), and check whether the program location is included. While a correct solution should be able to determine when a given program location is unreachable, we will only provide program locations that are reachable by some configuration. Each solution will be measured with the following

---

2. https://busybox.net/
4. Please see the repository’s README.md file for specifications of the evaluation machine and running time expectations.

---
consider only the build system, and do not inspect configurations within source files. Several static approaches based on new parsing algorithms exist to deal with preprocessor configurations within C source files [14, 16, 18].

The iTree tool [32] uses dynamic analysis and machine learning to construct an “interaction tree” and from the tree constructs configurations achieving high coverage. The iGen tool [25] dynamically infers interactions—logical formulae describing how configuration settings map to code coverage. The tool employs an iterative algorithm that runs the system, captures coverage data, processes data to infer interactions, and then generates new configurations to further refine interactions in the next iteration. The self-adaptive REFRAC[T [33] architecture monitors software for bugs and generates configuration guards to avoid the observed bugs. REFRAC[T works by monitoring a running program (e.g., Firefox), and when the program encounters a bug, REFRAC[T analyzes configurations encountered during the buggy run to create good configurations that do not exhibit the bug and also constructs guards for the program to avoid similar buggy behaviors.

Yilmaz et al. [37] describes several techniques and tools that use covering arrays to generate configurations. The UNL’s CIT portal provides a family of tools for generating and checking covering arrays using Simulated Annealing [7]. NIST’s Automated Combinatorial Testing for Software project provides ACTS [19] tool as well as precomputed covering arrays for standard configuration spaces.

4 RELATED WORK

Interaction discovery. Reisner et al. [29] developed the symbolic executor, Otter, and used it to fully explore the configuration space of a software system and extract interactions in conjunctive form. Symbolic execution, however, has scalability limitations and it is language specific. Consequently, several authors from the same group have started to use dynamic analyses and producing the aforementioned tools iTree and iGen that run much faster than Otter.

Lillack et al. describe a system that uses static analysis to derive a configuration map of source code [20]. Zhang and Ernst describe a tool that combines dynamic and static analysis to help users reconfigure a system undergoing software evolution [40]. Ouell et al. describe static techniques to localize configurations of source code in avionics systems [28]. Several sampling approaches have been studied for exploring configuration spaces to find optimal configurations [22, 27, 31].

Feature interactions and presence conditions. Thüm et al. [36] classify the feature interactions and presence conditions problems in software product line research. Since then, there have been multiple attempts to address these problems. Apel et al. [3] study the number of feature interactions in a system and their effects, including bug triggering, power consumption, etc. Lillack et al. [21] use (language-specific) taint analysis to find interactions in Android applications. Nadi et al [23] and von Rhein et al. [30] present tools

\[
\text{Precision} = \frac{N_{\text{correct}}}{N_{\text{correct}} + N_{\text{wrong}}}
\]

\[
\text{Recall} = \frac{N_{\text{correct}}}{N_{\text{correct}} + N_{\text{missed}}}
\]

\[
\text{Accuracy} = \frac{N_{\text{correct}}}{N_{\text{all}}}
\]

\(N_{\text{all}}\) is the total number of program locations we provide for a given target system. \(N_{\text{correct}}\) is the number correctly identified, i.e., the configurations that include the program location. \(N_{\text{wrong}}\) is the number incorrectly identified, while \(N_{\text{missed}}\) is the number for which the solution finds no configuration.

This pseudo-code describes how the above values will be computed during evaluation:

```plaintext
for each program location do
  ask the solution program to produce a .config;
  if the solution program fails then
    N_{missed} += 1;
  else
    build the .config;
    if the program location is included then
      N_{correct} += 1;
    else
      N_{wrong} += 1;
  end
end
```

For solution programs that produce a space of configurations, rather than just a single configuration, we will test the configuration space for correctness by sampling it and checking that all samples include the program location. All samples must include the program location to count towards \(N_{\text{correct}}\), otherwise the answer counts towards \(N_{\text{wrong}}\).

3 EXISTING TOOLS

Several existing tools analyze configurations in build systems and source code and may be useful as inspiration or used as components in a proposed solution. We have provided links to these tools in the accompanying repository.

Kmax [15] collects build system configurations for Kbuild-style Makefiles of the kind used in Linux and BusyBox. It uses static analysis to derive a Boolean expression of configuration options. KBuildMiner [4] also produces Boolean expressions for source files built with Kbuild Makefiles. It uses a heuristic parsing technique that trades off precision for speed. Makex takes a similar parsing approach [24]. KconfigReader [17] converts constraints on configuration options described in the Kbuild build system into Boolean expressions. Dietrich et al. describe GOLEM [11], which uses a dynamic approach to build system analysis, trying one or more configuration variables at a time to see which C files are enabled. GOLEM has been compared to other tools including KBuildMiner and Makex to evaluate coverage [12]. All of the above techniques
that work with presence conditions that are already provided. Czarni- 
necki and Piotrosoek [9] check for well-formedness errors in UML 
featured-based model templates using an SAT solver.

Combinatorial interaction testing. Many researchers have ex- 
plored combinatorial interaction testing (CIT) [6, 26, 34, 38], a 
family of techniques for testing a program under a systematically 
generated set of configurations. One particularly popular approach 
is called t-way covering arrays which, given a coverage strength $t$, 
generates a set of configurations containing all t-way combinations 
of option settings at least once. Over the last 30 years, many studies 
have focused on improving the speed, quality and flexibility of cov- 
ering arrays [5, 8, 10, 13, 39]. Yilmaz et al. [37] used covering arrays 
to detect and characterize variability bugs in complex configuration 
spaces.

Build system analysis. As discussed in Section 3, several exist- 
ing tools deal specifically with analyzing configurations in build 
systems [4, 15, 17, 24]. In addition, Tamravi et al. [35] developed 
SYMake, a symbolic Makefile evaluator. SYMake generates a sym- 
dobolic dependency graph from Makefiles for use in identifying code 
smells and in refactoring. Adams et al. [2] describe MAKAO, a vi-
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